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Attractors describe the behavior of complex systems 

What is an attractor? 

 Each possible pattern of activations distributed across a network collapses to a 
single point in state space 
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 Patterns of activation generally change over time 



 Trajectories in state space are “attracted” to certain points which correspond to 
temporally stable patterns 

fixed point attractors
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 An attractor describes all possible trajectories in the state space of a given 
system whose initial state is within its “basin of attraction” 



basin of attraction

 Attractors change as a function of the control parameters of the system 
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attractor Superdynamics
attractor transition

 Superdynamical space is a yet higher level description of dynamical systems 

superdynamical space

superdynamical scheme



What is the rationale for using attractors to describe computation? 

 Systems of nonlinear differential equations describe the hidden regularities 
inherent in many natural phenomena 

 A basic assumption in this paper is that certain aspects of information about the 
world have a similar structure to the world itself 

 Acquisition of knowledge as the constrainment of possibilities 
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 Attractors  and connectionist networks are both low-level descriptions of 
complex systems which can be used to describe, recognize, and manipulate 
symbols 

Attractors describe the dynamics of complex, non-linear, real-world systems 

 Attractors exist in a highly dimensioned state space of a complex system 



 Neural networks are complex, non-linear dynamic systems with continuous 
input 

 A superdynamical scheme describes a particular progressive tilting or distortion 
of the energy landscape 

 Boolean functions can be modeled by energy landscapes 



Connectionist systems are also dynamical systems 

 The dynamical description is a higher level view of network behavior, but it is 
nevertheless a complete description 
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Implementing attractor transitions in Hopfield-type nets: several methods have 
been proposed 

 Using noisy and/or asymmetrical connections: (Buhmann & Schulten, 1988) 

 Using connections with built-in time delays: (Kleinfeld & Sompolinsky, 1988) and 
(Amit, Gutfreund, & Sompolinsky, 1985) 

 Using activations which can decay over time (Schreter, 1988) 

 Using connection asymmetries which can change over time (Peretto & Niez, 1986) 

 Environmental changes external to subnets can influence attractors (Bell, 1989) 
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Knowledge can be encoded as constraints on superdynamical scheme 
“trajectories” 



Inheritance and categorization relations can be seen as varying scales within a 
basin of attraction 

 An inheritance relation between two attractors signifies that one attractor basin is 
within the other 

Semantic networks can be encoded using a connectionist paradigm 

 High-level (conceptual) and low-level (neural) descriptions are isomorphic in linear 
systems (Smolensky, 1988) 



Semantic network encoding of a classic problem in logic 

 Dick is a Quaker and a Republican…is Dick a pacifist? (Shastri, 1988) 

Attractors can be used to describe the operation of semantic networks 

 Shastri semantic nets do not explicitly address network dynamics, nor does it use 
a distributed representation 

 The system does, however, display temporal dynamics with a fixed point attractor 
for each answer, represented by a final network state 



 The symbolic representation of the Shastri network to solve a given problem does 
not change much when described using attractors 
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 A semantic node corresponds to the attractor which currently describes the 
behavior of a subnet 

 Connections between semantic nodes correspond to attractor transitions 

 What if the network configuration (i.e., connection weight set) changes? 

 Examining the state of the system is difficult 



 The internal behavior of the superdynamical scheme is difficult to interpret directly 

 How might a system based on the attractor paradigm be generated? 
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Speculations on  problems which may be more tractable using attractor-based 
descriptions than by semantic networks 

 Handling the novel, unexpected input which can occur in open systems 

 Periodic behavior modified by changes in external input 

 Walking or running is a behavior in nature which may be describable by attractors 



 Music is a perceptual behavior which seems to create some kind of precisely timed 
repetitive cycle 

 Periodic attractors are a natural description of repetitive behaviors 

 Chaotic attractors could describe certain random aspects of natural computation 

Conclusion 
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